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Abstract: Neuromuscular disorders (such as stroke and spinal cord injuries) can lead to nerve damage
that profoundly affects a patient's ability to control limb movements. Analyzing and modeling the human
sensorimotor control system can establish a neurophysiological foundation for both fundamental research
and clinical rehabilitation assessment. Electroencephalogram (EEG) signals provide insights into how the
cerebral cortex regulates limb movements, while electromyogram (EMG) signals reveal how muscles
respond to motor commands. Utilizing these signals, cortical-muscular models can be developed to facil-
itate the quantification and assessment of the human sensorimotor control system. This study proposes a
method based on the nonlinear vector autoregression model and coiflets wavelet packet decomposition to
perform multivariate time-frequency Granger causality analysis. The objective of this analysis is to com-
pute the cortical-muscular causality matrix during elbow extension in stroke patients and construct a cor-
tical-muscular causal network. The result reveals a frequency-dependent directed information flow pat-
tern in the cortical-muscle causality matrix during elbow extension. Specifically, the GC values of
EEG—EMG (down) and EMG—EEG (up) in the alpha and beta bands are significantly higher than
those in the gamma band. The cortical-muscular causal network of stroke patients does not have small-
world properties. The result indicates that the proposed method is able to characterize functional connec-
tions of brain myoelectric synchronization in different frequency bands within the time-frequency
domain. It also uncovers the causal association that inherently exists in the human sensorimotor control
system, providing a theoretical basis for further evaluation and quantification of the human sensorimotor
control system.

Keywords: nonlinear modeling; cortical-muscular network; electroencephalogram; electromyogram sig-
nal

1. Introduction

In recent years, there has been a noticeable increase in the incidence and prevalence of paralysis caused by neu-
romuscular diseases such as stroke and spinal cord injury [1]. Individuals with neuromuscular diseases experience
varying degrees of nerve damage, leading to the inability to properly transmit motor nerve signals and resulting in
sensory and motor dysfunctions in the limbs [2]. Upper limb movements, particularly the functionality of the elbow
joint, play a crucial role in daily human activities and work. The elbow’s movement function serves as the founda-
tion for performing a wide range of complex tasks. Nevertheless, nerve injuries usually lead to elbow joint motor
dysfunctions, which restricts the upper limb motor function. [3]. Currently, a significant challenge in the field of
movement function rehabilitation is the lack of clarity regarding the sensorimotor control mechanisms that govern
limb movements.

During normal movements, the motor cortex in the cerebral region generates neural signals. Such signals are
then relayed through the spinal cord's motor nerve pathway to reach the muscle motor nerve endings, thereby con-
trolling muscle contraction and power generation. Simultaneously, proprioceptive signals arising from muscle con-
tractions and extremity motions are processed and synthesized along neural pathways, eventually reaching the cortex.
This integration enables the generation of decision-making instructions and ensures precise execution of the move-
ment [4]. The Electroencephalogram (EEG) signal of the cerebral cortex represents the overall mapping of the elec-
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trical activities of neurons in the cerebral cortex, reflecting the control information of the cerebral cortex for limb
movement. Surface electromyography (EMG) signals from the muscles engage in movements resulting from the
overlapping action potentials of multiple muscle fibers that occur in both temporal and spatial dimensions. Therefore,
corticomuscular interactions can be quantified by a corticomuscular model based on EEG and EMG signals.

Neural oscillation serves as a means of transmitting motor control information whose synchronized rhythmic
activity influences movement units. This synchronized oscillatory behavior represents the connection between the
cerebral cortex and muscles, commonly referred to as the corticomuscular coupling (CMC) connection [5]. The study
of CMC is helpful in exploring the transmission mode of information in human sensorimotor control systems, for
better understanding the essential mechanism of body movements [6].

Many researchers have investigated the correlation between EEG-EMG coherence and motor patterns [7, 8].
These studies have analyzed variations and synchronized rhythmic in scalp EEG and EMG signals during the perfor-
mance of body movements. Zhang et al. have confirmed that in upper limb movements, the static grip strength out-
put is primarily associated with corticomuscular coupling in the high-frequency band, with greater EEG-to-EMG
coupling intensity compared to the reverse direction. Witte et al. have discovered an increase in the synchronous
oscillation frequency during the generation of moderate and sustained hand force [9]. Other studies have suggested
that CMC in the gamma band has a connection with the attention of subjects during performing tasks, and the
enhancement of task attention can promote the activity of neurons in the gamma band [10].

Existing studies have the following problems. 1) Linear models are restricted to the handling of linear systems,
whereas human sensorimotor control systems are nonlinear. Relying solely on a linear model (to describe a nonlinear
system) may result in the fact that the model has poor predictive abilities and cannot accurately capture nonlinear
dynamic characteristics. 2) Studies on the characteristics of cortical muscle synchronization during elbow movements
mostly use the single-input-single-output model, while the human sensorimotor control system is a sophisticated net-
work composed of the cortex and various muscle groups. All movements require the synergy of multiple cortical
regions and multiple muscle groups.

To address the aforementioned issues, this study focuses on EEG-EMG signals and proposes a multivariate
causality analysis method based on the nonlinear vector autoregressive (NVAR) model. Based on this multiple
causality analysis method, the cortical-muscular causal network is established to study the information transmission of
the human sensorimotor control system from the perspective of complex networks, which enables a more compre-
hensive depiction of the causal relationships intrinsic to the human sensorimotor control system and provides a better
understanding mechanism of the cortical muscle coordination and control during movements.

2. Method

2.1. Data

Damage to nerve pathways often leads to common upper limb movement dysfunctions. In clinical rehabilita-
tion assessment, the restoration of elbow joint movements is of significant importance. The cortical-muscle model is
formulated by concurrently modeling EEG and EMG signals captured during elbow movements, and the causal rela-
tionship between the cortical-muscle is analyzed to provide a foundation for investigating the sensorimotor control
mechanism of the elbow and clinical rehabilitation assessment indexes.

The data for this study is produced by selecting 30 stroke patients with upper limb movement disorders, and all
patients have experienced strokes caused by cerebral infarction. The participants have been informed about the study,
and signed the informed consent form. Meanwhile, the study received the approval from the Ethics Committee of the
Rehabilitation Hospital Affiliated to Fujian University of Chinese Medicine under approval number 2021KY-005-02,
in accordance with the principles outlined in the Declaration of Helsinki.

In this research, cortical responses during upper limb movements are recorded using a configuration based on
the international electrode placement system (known as the 1020 system). This setup employs a total of 64 EEG
electrodes, and uses EMG acquisition equipment to simultaneously record signals at 1500 Hz. In this dataset, we
focus on the action data related to forward movements of the elbow joint. When the experiment starts, the patient
takes a 1 s break. After the rest period, a red circle appears on the screen to signal that the patient is about to begin the
exercise. Then, the screen displays a forward motion picture, and the patient begins to reach from point A to point B
for 3 s. After returning to point A, the screen is pure black, indicating that the patient should relax for 3 s. The task is
repeated 10 times. Figure | provides a visual representation of the experimental process.
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Figure 1. Experimental procedure diagram.

This paper mainly studies the causal relationship between multi-cortical EEG and multi-muscle activities based
on the NVAR model. To achieve this, we select data related to elbow extension from 30 subjects, with 5 trials cho-
sen for each dataset. The relevant event segment is selected from 0.5 s before to 3 s after the start of the action. In
each data, we select 14 EEG signal channels and 7 EMG signal channels, among which the EEG channels include:
AF3, AF4, F3, F4, FC3, FC4, C3, C4, CP3, CP4, P3, P4, PO3 and PO4, as shown in Figure 2 (a). The choice of
these EEG channels enables a comprehensive evaluation of the motor cortex, while minimizing signal interference
among EEG channels. EMG channels include: Pectoralis Major (PM), Anterior Deltoids (AD), Middle Deltoids
(MD), Posterior Deltoids (PD), Biceps (BIC), Triceps (TRI), and Flexor carpi radialis (FCR), as shown in Figure 2 (b).
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Figure 2. Channel selection: (a) EEG channel; (b) EMG channels.

2.2. Data Preprocessing

During human sensorimotor control, the brain simultaneously engages in neural activities necessary to maintain
wakefulness. Consequently, the underlying EEG signal associated with this wakefulness maintenance becomes
entangled with the EEG signal generated by sensorimotor control. Moreover, the body movement in human motion
control can introduce noise interference into EEG signals, further reducing the signal-to-noise ratio of useful signals.
The EMG signal is also susceptible to noises, including the power frequency interference and baseline drift. There-
fore, it is essential to preprocess EEG-EMG signals and extract information related to sensory control within EEG-
EMG before performing nonlinear modeling and causality analysis of the human sensorimotor control system. Con-
sequently, we are able to separate this information from other background noises and the noise interference generated
by motion. The EEG-EMG signal synchronous pretreatment process is shown in Figure 3.
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Figure 3. Electroencephalogram (EEG) and electromyograph (EMG) preprocessing process.

The EEG preprocessing process includes: the channel location; common average referenced; 1-45 Hz band-
pass filtering (a fourth-order bandpass Butterworth filter); down sampling to 256 Hz; applying the independent com-
ponent analysis (ICA) to separate and remove noise sources; extracting related event segments for segmentation; cor-
recting baselines; and rejecting bad data.

The EMG preprocessing process includes: 5-60 Hz bandpass filtering (a fourth order bandpass Butterworth fil-
ter); down sampling to 256 Hz; extracting related event segments for segmentation; and correcting baselines.

2.3. Wavelet Packet Decomposition

The synchronization of oscillations between the cortical region and muscles signifies unique functional cou-
pling connections with various time intervals across different frequency ranges. Therefore, rather than focus solely on
the time domain or frequency alone, it is more practical to explore variations of EEG as well as EMG signals within
the time-frequency realm. It is necessary to perform band decomposition of the EEG and EMG signals, and then ana-
lyze the changes in EEG and EMG signals over time within distinct frequency ranges. For the signals of EEG and
EMG, wavelet transform is a useful feature extraction method that can offer information from both the time and fre-
quency domains. Nevertheless, it's important to note that wavelet transform exclusively dissects the signal’s low-fre-
quency portion and doesn't extend this decomposition into the high-frequency portion, known as the detailed part of
the signal. Due to this limitation, the high-frequency range has diminished the frequency resolution and the low-fre-
quency segment has reduced the time resolution. To address this issue, we employ wavelet packet decomposition as a
solution to extract time-frequency features from EEG and EMG signals.

Wavelet packet decomposition is an expansion of the wavelet transform, which has proven to be highly effi-
cient in decomposing the high-frequency component of a signal without further subdividing the signal. This method
is adapted by selecting appropriate frequency bands based on the characteristics of the analyzed signal, thereby
enhancing the overall time-frequency resolution [11]. In Figure 4, a binomial tree structure is derived from the
wavelet packet decomposition. Each node is represented as (i, j), where the j-th node in the binomial tree represents
layer 7, and each layer has 2’ nodes [12].
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Figure 4. Decomposition of wavelet packets on three layers.
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By employing N-layer wavelet packet decomposition, the original signal can be partitioned into 2" bands, with
each band having a frequency resolution of f5/(2¥*') Hz. The frequency range for the n-th node in the N-th layer is
[(n—1)X fs/2V1 nx fs5/2Y*1], and f5 is the sampling frequency.

2.4. Granger Causality (GC)

The crux of the Granger causality (GC) definition lies in discerning the impact of the past occurrences of one
signal on the predictive ability of another signal. Supports X and Y are two timing signals. To ascertain the Granger
causality from X to ¥, it is imperative to construct a pre-existing model that characterizes the output Y using past
information Y, which is denoted as: ¥ = f(¥Y~). A model that describes output Y, past information Y, input X and
past information X~ is denoted as ¥ = f(¥Y~,X™). We could estimate the parameters f(¥Y~,X") from the data sam-
pled in the signals, and then generate the predictions of ¥ based on Y~ only or based on both ¥~ and X~ . In both sce-
narios, the model prediction error variances, denoted as var (Y|Y™) and var (Y|Y~,X"), serve as indicators of predic-
tion accuracy. Then the Granger causality from X to Y can be defined as follows:

var(Y|Y™)
y=hh——- 1
Gx-r nvar(YlY*,X*) (0
The same is true to the causality from Y to X . Obviously, this method is capable of calculating bi-directional
causality and, if the model is chosen properly, can be applied not only to linearity but also nonlinearity.

2.5. NVAR

The human sensorimotor control system necessitates the harmonious coordination of multiple muscles, directed
by several brain regions, to perform motor tasks successfully. Consequently, relying on single-input and single-out-
put models for causality analysis falls short when trying to understand the intricate network of internal causality
within this system [13]. To comprehensively dissect this complex internal causality, a multivariate model-based
causality analysis method becomes imperative. At present, the vector autoregressive (VAR) is the most commonly
used multivariate time series modeling method, which can describe the interdependence between multiple variables.
In the VAR model, the value of each variable depends on the values of all variables at previous time points [ 14]:

X; = Alx,_l +A2x,_2+ "'+AKx[_K+8,,t = 1,2,"' T (2)

where x, = [x!,x7,---,x/]" is the p-dimensional variable at time ¢, A;,A,,--+,Ag is the coefficient matrix to be
estimated, K is the lag order, &, is the p-dimensional noise vector, and 7' is the number of samples. Compared with
univariate autoregression, VAR model can capture rich dynamics in multiple time series, but the following problems
exist in the application of nonlinear systems.

1) Assuming a linear relationship. The VAR model assumes a linear relationship between time series variables.
However, in a nonlinear system, the relationship between variables may be nonlinear, which can lead to the failure of
the VAR model in capturing the true dynamics of the nonlinear system [15].

2) Model complexity. When the degree of system nonlinearity is high, the complexity of the VAR model may
become quite substantial. This requires more regression terms and parameters to describe the system's dynamics [16],
resulting in model overfitting and increased computational complexity [17].

Considering the challenges existing in the application of the VAR model in nonlinear systems, we extend the
VAR model to the nonlinear case, which is defined as the nonlinear vector autoregressive (NVAR) model [18, 19], as
shown in formula (3). Different from the linear VAR model, the NVAR model assumes a nonlinear relationships
between variables and can capture complex dynamic relationships between system variables more accurately.

K
X= W )X i +&nt=1,2,T 3)

k=1

where W, (x;-;) is the nonlinear coefficient matrix to be estimated, and x,_; = [x,l_k,xf_k, e ,xf_k]T is the p-dimen-
sional input variable. The flowchart of NVAR model implementation is shown in Figure 5, which uses the K multi-
layer perception (MLP) method to train the nonlinear coefficient matrix ¥, x(x,—), and the structure of each MLP is
designed with p input units and p* output units [20]. Then, the output units with dimension p” are changed into a p xp
dimensional matrix.
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Figure 5. Block diagram of nonlinear vector autoregressive (NVAR) model implementation.

Typically, neural networks with three to five layers can achieve satisfactory performance. Having an excessive
number of layers may lead to issues such as vanishing or exploding gradients. The number of neurons in the hidden
layers should be generally between the number of the input layers and the number of the output layers [21]. In this
study, the hidden layers utilize the rectified linear unit (ReLU) function as their activation function, while the output
layer employs a linear activation function.

We employ batch gradient descent to minimize the penalized loss function during the training of the NVAR
model. This approach helps mitigate spurious inferences in multivariate time series data. The loss function (4) is
composed of components that encompass mean squared error loss, sparse penalty, and smoothness penalty, which
could control the accuracy, sparsity, and nonlinearity of the NVAR model [20].

T
1 oL A Y
—&|5+ R(Y)+———S(¥ 4
T_K;;”"’ Rl + RO + S (¥) “)
T-1
SO¥)= Y ¥ — Wil (5)
t=K+1

where £ represents the single-step prediction for the time point at # by the NVAR model; ¥, represents a concise
notation for concatenating generalized coefficient matrices W, (x,—); and 4 and y are regularization parameters. The
method of grid search will traverse all possible values of A and y to find the best combination.

The sparsity-inducing term R('¥,) constitutes a suitable constraint on the magnitude of the extended coefficient
matrices, where the elastic-net-style penalty term is employed.

RCY) = al[¥,ll, + (1 - ) V13 (6)

where 0<Xa<X1 is a penalty parameter and is set as @ = 0.5[22]. By setting this sparsity-inducing term, the data
dimension of the EEG-EMG signal and the complexity of NVAR model are reduced [23].

The smoothing penalty term, represented as y/(T — K —1)S (¥,), is an appropriate penalty term for the mean
norm that evaluates the difference between coefficient matrices at two consecutive time steps. Finally, the coefficient
matrix ¥, is used to quantify the strength of granger causality between variables:

= i < i<
Sij= max {median(|(¥:(x-0); D} 10, j<p (7
Here, S, ; evaluates the extent of the granger causal influence exerted by variable x; on variable x; using coefficient
matrices.

2.6. Complex Network Index

A complex network consists of numerous nodes and connections, exhibiting diverse and intricate structures and
behaviors. In this study, we apply the following complex network indicators for analysis.

1) Degree

A node's degree is defined by the number of edges that surround it, and reflects the significance and connectiv-
ity of the node within the network.

2) Cluster Coefficient

The clustering coefficient is employed to describe the connectivity pattern around a node, and denotes the ratio
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of edges existing among the nodes that neighbor a specific node. A higher clustering coefficient signifies that the
neighboring nodes of a node are more tightly interconnected, implying a greater degree of clustering within the net-
work. The clustering coefficient C; of node i can be expressed as

26,‘

Ci=———
ki(k; — 1)

®)
where k; represents the number of nodes directly connected to node 7, and e; indicates the current count of existing
connecting edges. The overall clustering coefficient C for a complex network with N nodes can be defined as follows:

] N
C—N;Ci ©)

3) Global Efficiency
Global efficiency is a measure used to assess the efficiency of information transmission in complex networks.
The network global efficiency E . is characterized as

N

1
Eglobal = m Zdij (10)

i

where dj; represents the minimum distance between nodes i and ;.

4) Small-World Coefficient

The small-world coefficient is a metric utilized to characterize the level of clustering within a network. It is cal-
culated by comparing the clustering of an actual network to that of a randomly generated network of the equivalent
size. The small-world is defined as

§= Crealcrandam (1 1)

LrealLrandom
where C,, represents the clustering coefficient, L, is the average path length of the actual network, C,,,.,» repre-
sents the clustering coefficient, and L, 1s the average path length of a randomly generated network of the equiva-
lent size. When the small-world coefficient ¢ > 1, the network is more clustered than an equivalent-sized random

network, demonstrating small-world properties.
3. Result

3.1. Time-Frequency Feature Extraction

Following the approach outlined in Subsection 2.3, we employ the decomposition of wavelet packets on 7 lay-
ers and a fourth-order Coiflet wavelet as the wavelet basis function to break down the signals [24]. This allows us to
obtain the amplitude feature w(f, /) of EMG as well as EEG at frequency f, time ¢ and resolution 1 Hz. This ensures
that the details of frequency changes between signals will not be lost, and frequency aliasing is avoided. Hence, we
have set the frequency resolution to 1 Hz. Afterward, EEG and EMG signals centered at /=5, 6, -+, 60 Hz are
extracted for modeling and causality analysis. Figure 6 displays the extraction results of the frequency (2 s before the
motion execution period). The mean square error between the reconstructed signal and the original signal is less than
1 x 10 after wavelet packet decomposition, which indicates that the original signal's information can be preserved
by wavelet packet decomposition to a large extent. Figure 7 shows the frequency spectrum diagram corresponding to
Figure 6. It is seen that Coiflets wavelet packet decomposition effectively enables the extraction of signal features
within each frequency band, laying the foundation for the subsequent analysis of the causal relationship in each fre-
quency band of the signal.
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Figure 6. Decomposition of wavelet packets (from highest to lowest, results in following extracted bands after pre-
processing: original signal, 8, 16, 24, 32, and 40 Hz): (a) EEG; (b) EMG.
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Figure 7. Spectrum diagram (from highest to lowest, results in following extracted bands after preprocessing: 8, 16,
24,32, and 40 Hz): (a) EEG; (b) EMG.

3.2. NVAR-TF-GC

The previous research has empirically confirmed that, when applied to nonlinear systems, the causality detec-
tion method based on the NVAR model exhibits superior predictive accuracy over the linear Gaussian dynamic
Bayesian networks (DBN) [20]. Now, we apply the NVAR method to the prediction of causality in multi-channel
EEG-EMG data, and the GC adjacency matrix is computed between cortical and muscular elements within each fre-
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quency band of 14 channels of EEG signals and 7 channels of EMG signals. The model comprises 21 input nodes, 3
hidden layers with 40 nodes in each hidden layer, and 441 output nodes. The training process runs for 500 iterations
at a learning rate of 0.0001 and a batch size of 256.

The GC of the subjects is averaged and summarized, as shown in Figure 8. After training, the one-way analysis
of variance (ANOVA) (conducted on GC values from 30 participants) reveals significant differences among various
frequency bands for reaching movements (p<0.05). Compared to the gamma band, GC between EEG-EMG signals
in the alpha and beta bands is enhanced, suggesting that the alpha and beta bands serve as the primary carriers of
information for elbow movements in stroke patients.

[lalpha [betal [Tbeta2 [ gamma

0.5f *
T * 1 r * 1 I * 1

804
£ _
=03 C A=
By, | FEDT e
' FEopm TEOD

0.1 — :

EEG—EEG EEG—EMG EMG—EEG EMG—EMG
Figure 8. Box diagram of GC of elbow forward movement (*: p<0.05).

At the same time, we compare the GC values of the elbow extension in different frequency bands and muscle-to-
cortex through drawing, as depicted in Figure 9. In the gamma band, the flow of information from the brain to the
muscle tissue is more pronounced, and the flow of information from the muscle to the brain tissue is more significant
in the alpha, betal, and beta2 bands.

EEG—EMG EMG—EEG
—%
80.2 I I 0.2 — 0.2 I 0.2 -
0.1 0.1 0.1 0.1
0 J
alpha betal beta2 gamma

Figure 9. GC in up and down of elbow extension (*: p<0.05).

Next, the EEG—EMG (down) and EMG—EEG (up) segments of the GC adjacency matrix are subjected to
individual univariate variance testing within the in-group, as presented in Table 1. The outcomes of the within-group
ANOVA indicate significant differences in the upward direction within the gamma frequency band, though the
source of this significance cannot be conclusively attributed to within-group individual variation. In the downward
direction, no significant differences are observed. However, within the alpha and beta frequency bands, significant
differences are noted in both upward and downward directions, which indicates that a regular pattern cannot be
deduced from the one-way ANOVA of the GC derived through the gamma band.

Table1 p of one-way ANOVA in the elbow extension group

alpha betal beta2 gamma
Down Within-group 0.0303* 0.0099* 1.3729%107* 0.1690
Up Within-group 0.0041* 0.0107* 2.1606x107* 0.0142*

*: indicates significance, 95% confidence interval

The GC heatmap of one subject’s elbow extension in frequency bands is depicted in Figure 10. By comparing
the heatmap of GC for the same subject, it can be found that there are some differences in GC between different fre-
quency bands.
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Figure 10. GC heat map of elbow extension movement.

3.3. Network Structural Characteristics

After the GC adjacency matrix is determined by the NVAR-TF-GC analysis method, the top 15% of GC inten-
sity in the adjacency matrix is taken as the threshold value to establish the cortico-muscular effective network
(CMEN). This threshold segmentation method has been studied in the past study [25, 26], where the segmentation
method is used to ensure that CMEN is neither a very sparse network nor a very dense network.

Firstly, the clustering coefficient C and the average of the global efficiency E.p. of the GC adjacency matrix
(for elbow extension at 15% network density) are calculated. As shown in Figure 11, the average of the clustering
coefficient C is higher in the alpha and beta frequency bands than in the gamma frequency band, which indicates that
the cortical-muscular networks in the brain exhibit different clustering patterns at different frequency bands during
elbow movements. Specifically, the cortical-muscular networks cluster more closely in the alpha and beta frequency
bands than in the gamma frequency band during elbow movements.

Elbow joint forward
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Figure 11. Mean clustering coefficients of cortical-muscular causal networks, mean global efficiency of cortical-mus-
cular causative network and small-world coefficients of cortical-muscular causal networks.

Furthermore, the average of Eg,, is greater in the alpha and gamma bands than in the beta bands, indicating
that cortical muscles transmit information differently in different bands when the subject performs elbow extension.
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This suggests that the cortex and muscles transmit information more efficiently in the alpha and gamma bands.

Many scholars have presented evidence that the brain’s functional network exhibits small-world properties [27,
28]. In this study, we construct a randomized network of the same scale to ascertain whether CMEN in stroke patients
exhibits similar small-world properties, and the results are shown in the green line chart marked in green in Figure 11.
Clearly, the corticomuscular causal network of elbow extension in stroke patients has no small-world properties in
any of the four frequency bands (when the small-world coefficient § < 1). It is speculated that the structural changes
between the cortex and muscle neurons (caused by the onset of stroke) will not only affect the damaged site, but also
affect the functional connections between the damaged and other normal regions. This disruption could potentially be
the primary cause of the reduced small-world properties within the brain's functional network following a stroke [29].

For better understanding CMEN, a weighted network connection diagram of the GC adjacency matrix in the
betal-band is generated, as shown in Figure 12, where the color bar represents the degrees of CMEN. Clearly, there
is a strong connection between the left motor area and the muscle, which may indirectly indicate that the limb move-
ment of the body is mainly controlled by the contralateral motor area in the directed connection diagram of the elbow
extension. By means of straightforward visual inspection, it becomes evident that the directed connection graph
related to elbow extension displays characteristics resembling that of a regular network. However, it does not exhibit
the typical traits associated with a small-world network, which is consistent with the computational findings pre-
sented in Figure 11.

10

Figure 12. Weighted connection graph.

4. Discussion

In this study, we present an approach for analyzing multivariate time-frequency Granger causality (NVAR-TF-
GC) which relies on the NVAR model and wavelet packet decomposition. The proposed method is employed to cal-
culate the GC adjacency matrix with EEG and EMG signals simultaneously collected during elbow extension, and
construct the corticomuscular causality network (CMEN). This explores the cortical-muscular causality of elbow joint
movement control from the perspective of complex networks. The study has shown that causal relationships between
the cortex and muscles during elbow movement control are bidirectional, and the causal relationships have variations
in causal relationships among different EEG channels.

There is a directed information flow pattern in the causal relationship between cortical muscles during elbow
extension, and this pattern depends on frequency bands. In alpha, betal, beta2 and gamma bands, the flow of infor-
mation from the muscle to the brain is obvious. Previous studies have found that the strength of neuromuscular cou-
pling in the down direction of beta2-band is greater than that in the up direction [30, 31]. On the contrary, the conclu-
sion in this study is different from previous studies. This difference is primarily due to the fact that previous studies
only examine the corticomuscular coupling between a single brain region and the muscle, neglecting the involvement
of other brain regions and muscles in elbow movements. In this research, a new method is employed to integrate
multi-channel EEG and several important EMG signals by the NVAR model. Consequently, it is concluded that the
directed information flow pattern of the cortical-muscle causal relationship changes across different frequency bands
[32].

The GC adjacency matrix in the down direction and the up direction shows a stronger causal relationship in the
alpha and beta frequency bands than in the gamma frequency band. These results indicate that the alpha and beta
bands can serve as information carriers within the elbow joint's motor cortex.
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Exploring the small-world properties of the cortical-muscular network can enhance our understanding of the
brain information processing mechanisms and functions. This property is crucial for the human sensorimotor control
system as it facilitates information transfer and integration while maintaining network efficiency and stability. Suarez
et al.’s study on small-world networks demonstrated the strong association between the small-world topology and
dynamic complexity [33]. Analyzing the network characteristics of CMEN reveals the absence of small-world prop-
erties in the alpha, beta, and gamma frequency bands. The small-world coefficient ¢ of elbow extension motion in
betal and beta2 bands is the highest, while the global efficiency Egone is the smallest. A higher small-world coeffi-
cient indicates the presence of more random edges in the network. Consequently, the global network aggregation
tends to decrease, reducing the distance between nodes, decreasing the global efficiency and improving the local effi-
ciency.

Simultaneously, CMEN is associated with an individual's actual movements, enabling the analysis of the causal
relationship between the cortex and the muscles during elbow extension. The study reveals that the network connec-
tions in elbow extension are predominantly concentrated in the contralateral movement region and associated mus-
cles. These findings indicate that the causal association between the cortex and muscles can be effectively assessed by
establishing CMEN within the context of complex networks.

5. Conclusion

In this research, we have introduced the NVAR-TF-GC approach, which relies on the NVAR model and
wavelet packet decomposition. The proposed approach has been used to calculate the GC adjacency matrix with EEG
and EMG signals (collected simultaneously during elbow extension), and construct the corticomuscular causality net-
work (CMEN). The experimental results have demonstrated that the NVAR-TF-GC method can effectively perform
causality analysis of multivariable systems and can be applied to the human sensorimotor control system. By treating
multiple muscles of the cerebral cortex and upper limbs as an integrated entity, we employ the complex network the-
ory to reveal the causal interactions between the cerebral cortex and upper limb muscles. Analyzing cortical-muscle
synchronization features enhances our understanding of how the brain controls elbow movements, providing a foun-
dation for researching elbow functions and assessing sports rehabilitation.

It should be noted that some limitations still exist in this paper. The study has employed a combination of
wavelet packet decomposition and the NVAR model, where wavelet packet decomposition has been used to extract
information from different frequency bands of the signals. The NVAR model has then been applied to the collected
EEG-EMG data to analyze the relationship between the cerebral cortex and muscles during movements in different
frequency bands. The primary focus has been placed on the application of the NVAR model to the actual collection
of EEG-EMG data. In future research, it may be worthwhile to consider algorithmic optimization and various combi-
nations.
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